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Fill in Note 

Name of the 

software 

 

Transformers   

Developer HUGGING FACE  

Version  Transformers 2.5.0  

Year of 

publication 

Newest version: 20.02.2020  

Description of 

the software 

 

 

Transformers (formerly known as 
pytorch-transformers and pytorch-
pretrained-bert) provides state-of-the-
art general-purpose architectures 
(BERT, GPT-2, RoBERTa, XLM, 
DistilBert, XLNet, CTRL...) for Natural 
Language Understanding (NLU) and 
Natural Language Generation (NLG) 
with over 32+ pretrained models in 
100+ languages and deep 
interoperability between TensorFlow 
2.0 and PyTorch. 

 

Link to the 
software 

https://huggingface.co/transformers/ GitHub: 
https://github.com/huggingfa
ce/transformers 

Is it open-source 
software? 

YES  

Is it free 
software? 

YES  

License Apache License 2.0  

Does it cost to 
use? 

NO  

Does it collect 
any personal 

NO   

https://huggingface.co/transformers/
https://github.com/huggingface/transformers
https://github.com/huggingface/transformers
https://en.wikipedia.org/wiki/Apache_License#Version_2.0


data? 

Does it respect 
the right to 
forget? 

NO  

Application logs NO  

Does it contain 
an online user 
guide? 

https://huggingface.co/transformers/q
uickstart.html 

 

Hardware 
configuration 

No information.  

Software 
configuration 

No information.   

Text data 
visualisation 

NO  

Does it analyse 
pictures/photos? 

NO  

Multiple 
languages 

YES  

Third-party 
software 
products 
integration 

YES  

Cross-platform 
support for 
desktop, tablet 
and mobile users 

NO  

Scalability  Scalable   

Automatically 
creates database 

YES  

Uses AI YES  

 

 

https://huggingface.co/transformers/quickstart.html
https://huggingface.co/transformers/quickstart.html

